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Microsoft Al Beats Humans at [
Speech Recognition €

By Richard Adhikari o1 Print |
Oct 20, 2016 11:40 AM PT =4 Email (

Microsoft's Artificial Intelligence and Research Unit earlier this week reported
that its speech recognition technology had surpassed the performance of
human transcriptionists.
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Translate
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+9: AlphaGo

Explore the AlphaGo Games
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Figure 1: Training AlphaZero for 700,000 steps. Elo ratings were computed from evaluation
games between different players when given one second per move. a Performance of AlphaZero
in chess, compared to 2016 TCEC world-champion program Srockfish. b Performance of Al-
phaZero in shogi, compared to 2017 CSA world-champion program Elmo. ¢ Performance of
AlphaZero in Go, compared to AlphaGo Lee and AlphaGo Zero (20 block / 3 day) (29).
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why does winching up an anchor raise the anchor instead of pulling the ship down

Winching up an anchor raises the anchor instead of pulling the ship down because of several factors,
such as:

» The design of the windlass, which is the device that operates the anchor cable. The windlass is not
meant to haul the ship, but only to lift the anchor and reduce the tension in the cable. The windlass
motor is the "weak link” in the anchoring system and can be damaged by excessive force 1 . Therefore,
the windlass is used carefully and slowly, and the ship is maneuvered towards the anchor to assist the

recovery process 2

» The weight of the anchor and the cable, which are much smaller than the weight of the ship. The
anchor and the cable together may weigh a few tons, while a typical ship may weigh a few hundred or
thousand tons. Therefore, the force exerted by the windlass on the anchor is not enough to overcome
the inertia and buoyancy of the ship

« The friction between the anchor and the sea bottom, which resists the pull of the windlass. The anchor
works by digging into the sea bottom with its fluke or pointed projection, creating a strong grip. To
break out the anchor, the chain has to be locked in a chain stopper and the ship has to move in a way
that pulls out the anchor from the sea bottom 2 . If the anchor is stuck or buried too deep, it may be
difficult to retrieve it with the windlass alone '3 .

« The angle of the cable, which affects the direction of the force applied by the windlass. The cable
should be vertical or “up and down" when heaving up the anchor, so that the force is directed upwards.

If the cable is inclined or horizontal, it means that the ship is too far from the anchor and that the force is

"A harlequin dancing in a field on a sunny beautiful day in a beau...”
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https://youtu.be/CuOwAqEk348



https://youtu.be/CuOwAqEk348
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2. Decision boundary =41 {2 €X[? - HHE2| et&

=

- W = argmin [ div(f(X; W), g(X))dX,

w
- where f(X; W) has the capacity to exactly represent g(X), div() is a
positive divergence function that goes to zero when f(X; W) = g(X).
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I https://www.youtube.com/watch?v=HO NZDSqR3Y&t=31s
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- e.g.) NVIDIA Omniverse (3D simulation)



https://www.youtube.com/watch?v=H0_NZDSqR3Y&t=31s
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(Transfer Learning)
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TensorFlow + Keras(Google)
Pytorch(Facebook)
MXNet(Microsoft)
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https://jeiyoon.github.io/

